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The purpose of this Architecture Blueprint is to document the SIP Telephony Solution.  It provides a prescriptive list of components (both Genesys and 3rd party) that should be included in the solution.  It also provides guidance for implementing and deploying the solution including sizing and configuration as well as addressing several system concerns such as security, high availability, disaster recovery and serviceability.
[bookmark: _Toc285630057][bookmark: _Toc329966938][bookmark: _Toc340829309][bookmark: _Toc342029557][bookmark: _Toc342376939][bookmark: _Toc383173320]Document Overview
The document contains the following sections:
2: Definitions and Acronyms
3: Overall Architecture
4: Deployment  View
5: Interaction  View
6: Implementation View
Appendix A:  Migration Strategy
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[bookmark: _Toc340829311][bookmark: _Toc342029559][bookmark: _Toc342376941][bookmark: _Toc383173321]Intended Audience
Describing system and solution architectures can be difficult as there are multiple audiences each with different expectations.  This document is intended for multiple audiences with various chapters being more interesting to some readers versus others.
The Overall Architecture and Deployment View are likely meaningful to most audiences.  However the Interaction View and the Implementation View may be of more interest to those configuring the network and components.
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[bookmark: _Toc197412511][bookmark: _Toc285630062][bookmark: _Toc329966942][bookmark: _Toc340829313][bookmark: _Toc342029561][bookmark: _Toc342376943][bookmark: _Toc383173323]Definitions
This document uses various abbreviations and acronyms that are commonly used in Genesys product documentation and the telecommunications and contact center industries. The following table defines terms that will be referenced subsequently in this document.
[bookmark: _Toc285630063][bookmark: _Toc329966943][bookmark: _Toc340829314][bookmark: _Toc342029562][bookmark: _Toc342376944][bookmark: _Toc383173324]Glossary
	ACD
	Automated Call Distribution

	ASR
	Advanced Speech Recognition

	CIM
	Customer  Interaction Management

	CME
	Configuration Management Environment, another name for the Configuration Layer

	CS
	Config Server

	CSP
	Config Server Proxy

	CTI
	Computer-telephony integration, the adding of computer intelligence to monitoring and control of telephone calls

	DB
	Database

	DBMS
	Database Management System

	DBS
	Database Server

	DHCP
	Dynamic Host Configuration Protocol

	DN
	Directory number

	DNIS
	Dialed number information service

	DNS
	Domain Name System

	eSBC
	Enterprise Session Border Controller

	FTP
	File Transfer Protocol

	GA
	Genesys Administrator

	GAX
	Genesys Administrator Extension

	GIM
	Genesys InfoMart

	GI2
	Genesys Interactive Insights

	GUI
	Graphical User Interface

	GVP
	Genesys Voice Platform

	GWS
	Genesys Web Services

	HA
	High Availability

	HTCC
	Host Telephony Contact Center – now GWS

	HTTP
	Hypertext Transfer Protocol

	ICON
	Interaction Concentrator

	IIS
	Internet Information Services

	IMS
	IP Multimedia Subsystem

	IP
	Internet Protocol

	IVR
	Interactive Voice Response

	IWS
	Interaction Workspace

	IVR
	interactive voice response

	LAN
	Local Area Network

	LCA
	Local Control Agent

	LM
	License Manager

	MCP
	Media Control Platform

	MS
	Message Server

	MSML
	Media Server Markup Language

	NMS
	Network Management System

	OCS
	Outbound Contact Server

	OEM
	Original Equipment Manufacturer

	ORS
	Orchestration Server

	OS
	Operating System

	PBX
	Private branch exchange

	PSTN
	Public Switched Telephone Network

	QoS
	Quality of Service

	RDBMS
	Relational Database Management System

	RM
	Resource Manager

	RTP
	Real-time Transport Protocol, the media-stream transport used with SIP

	SBC
	Session Border Controller

	SCS 
	Solution Control Server

	SCXML
	State Chart XML: State Machine Notation for Control Abstraction

	SDK
	Software Development Kit

	SIP
	Session Initiation Protocol

	SNMP
	Simple Network Management Protocol

	SQL
	Structured Query Language

	SSL
	Secure Sockets Layer

	TLib
	TServer Library

	TTS
	Text To Speech

	TUI
	Telephony User Interface

	UC
	Unified Communications

	UI
	User Interface

	URS
	Universal Routing Server

	VLAN
	Virtual Local Area Network

	VM
	Virtual Machine

	VoIP
	Voice over IP, digitized voice segments transported in fixed packets across the IP network and re-assembled in sequence at the destination

	WAN
	Wide Area Network

	
	


[bookmark: _Toc285630066][bookmark: _Toc329966944][bookmark: _Toc340829315][bookmark: _Toc342029563][bookmark: _Toc342376945][bookmark: _Toc383173325]Document Conventions
The following documentation and naming conventions are used throughout the document:
Code and configuration property names & values will appear in console font.
References to other documents are bracketed ([]).
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[bookmark: _Toc383173326]Overall Architecture
The ACD Replacement Solution is designed to provide the necessary communication channels for a Contact Center without the need for a PBX.  The solution is a pre-determined set of Genesys and 3rd party software and hardware components to fulfill the SIP communication requirements.  It is intended that the solution be repeatable and easily supportable by limiting the variability of SIP deployments.
The SIP Telephony Solution is targeted for enterprise deployments of varying levels of complexity where the intended goal is to support their agents and non-agents with a SIP infrastructure (vs a legacy competitive PBX).  The solution is focused on the SIP/VoIP infrastructure.  It is understood that there may be other Genesys components and solutions that may need to be integrated into the target deployment (e.g., E-Mail, chat, work force management, etc.), but those areas are beyond the scope of this document.
Most of the solution is based on customer deployments and the lessons learnt through implementing SIP within those real-world scenarios.
[bookmark: _Toc359861645][bookmark: _Toc383173327]Solution Overview
This solution is based around a “stand alone” SIP Server deployment for VoIP telephony.  It combines various Genesys and 3rd party components.
Components of the solution
OEM of AudioCodes Session Border Controller (SBC) – acts as firewall and codec for SIP
Genesys Voice Platform – world class Interactive Voice Response
Genesys Routing – world class routing engine
Genesys SIP Server – Standard- based virtual contact center software solution
Genesys Feature Server – provides voicemail and dial plan services to support SIP Server
Genesys Workspace – agent desktop application supporting all media types
Genesys SIP Endpoint – integrated into Workspace or through SDK
Genesys Reporting – ICON, Info Mart, Interactive Insights
Genesys Call Recording – active call recording solution
Polycom UC Software – Polycom phone provisioning


[bookmark: _Toc359861646][bookmark: _Toc383173328]Logical Architecture Model
The following is a logical model of the ACD Replacement Solution architecture.
[image: ]
[bookmark: _Toc379380253]Figure 1 – SIP Solution Logical Model

[bookmark: _Toc383173329]Functional View
The ACD Solution is intended to replace legacy PBX used primarily for agents.  It is intended to be used for both Inbound Voice and Outbound dialing scenarios.  In addition, qualification and parking of inbound calls and media treatments such as announcements and IVR applications are also within the scope of this solution.
The functionality can be broken down into the following areas:
Contact Center Services
Media Services
Operations and Administration
Additional Communication Services
[bookmark: _Toc383173330]Contact Center Services
The ACD Replacement supports all the services required to operate a Contact Center.  These services include the following:
Universal routing of calls to agents.
Agent desktop to display tasks and customer information and control the agent’s environment.  This can include call controls, email and chat.
Supervisor functions including silent monitoring, whisper coaching and assistance call supervision.
Outbound calling services
As part of the Agents’ desktop capability, the ACD Replacement enables the agent to perform the following call controls:
Answer Call
Make Call
Hold and Retrieve Call
Release Call
Single Site Transfer
Two Step/Consultative Transfer
Single Step Conference Call
Two Step Conference Call
Set Mute On/Off for Supervisor monitoring
Please see section 5.1 Call Flows for representative call control interactions.
[bookmark: _Toc383173331]Media Services
The ACD Replacement Solution provides various media services that enhance the overall contact center experience.  These media services include:
Playing announcements and greetings
Call parking & qualification (DTMF / IVR)
Music-on-hold
Conferences
Call Progress Detection/Answering Machine Detection (Outbound)
Voicemail
Call Recording
Please see section 5.1 Call Flows for representative media services flows.
[bookmark: _Toc383173332]Additional Communication Services
In addition to the agent/contact center capabilities, the ACD Replacement Solution supports additional features for standard communications:
Phone features:
· Make and Release Call
· Transfers
· Caller ID
· Call Forwarding
· Conference
Dial Plans
Instant Messaging
Video Services (Push Video and Video calls)
Phone/Device Management

[bookmark: _Toc383173333]Operations and Administration
The ACD Replacement Solution includes tools for operating and administrating the solution.  These tools include Genesys Administrator and Genesys Administrator Extensions for deploying, configuring, provisioning and monitoring the system.
For more information please consult the Genesys Administrator documentation (http://docs.genesys.com/Documentation/GA ).
[bookmark: _Toc383173334]Component View
[bookmark: _Toc383173335]Genesys Components
The following table lists the Genesys components that make up the ACD Replacement Solution. Optional components are noted in the table.

	Category
	Component
	Version
	Notes

	SIP Platform
	SIP Server
	8.1.1+
	SIP platform for agent telephony and front-end to GVP

	
	SIP Feature Server
	8.1.2+
	Dial Plan, Device Management and Voicemail

	
	SIP Proxy
	8.1.1+
	Optional HA component

	Media Server
	Genesys Voice Platform
	8.5+
	

	
	Genesys Media Server
	8.5+
	Optional in place of GVP

	Outbound 
	Outbound Contact Server
	8.1.3+
	Optional OCS

	Routing
	Orchestration Server (ORS)
	8.1.3+
	

	
	Universal Routing Server (URS)
	8.1.2+
	

	
	StatServer
	8.1.2+
	

	Administration
	Genesys Administrator
	8.1.3+
	UI

	
	Genesys Administrator Extension (GAX)
	8.1.4+
	UI

	
	
	
	

	Configuration
	Configuration Server
	8.1.3+
	

	
	License Manager (FlexLM)
	11.9+
	

	
	Local Control Agent (LCA)
	8.1.3+
	

	
	Message Server
	8.1.3+
	

	
	SNMP Master Agent
	8.1.3+
	

	
	Solution Control Server (SCS)
	8.1.3+
	

	Database
	
	
	

	
	DBServer
	8.1.3+
	

	Call Recording
	GWS/API Server
	8.x+
	Optional for call recording solution

	
	Utopy
	
	Optional for Call Recording solution

	User Applications
	Composer
	8.1.3+
	Used for Orchestration & routing strategy development

	
	Interaction Workspace (iWS)
	8.1.4+
	

	
	Interaction Workspace SIP Endpoint
	8.0.2+
	

	
	Interaction Workspace Deployment Manager
	8.1+
	Deployment of iWS


Table 1: Genesys Component List
[bookmark: _Toc383173336]3rd Party Components
The following table lists the recommended 3rd party components for this solution. Alternatives are also noted though the recommended components are encouraged.

	Component
	Recommended
	Version
	Note

	Session Border Controller
	eSBC (OEM from AudioCodes)
	6.8
	Other alternatives include SBC from AudioCodes, ACME Packet…

	Media Gateway
	AudioCodes
	6.6+
	Sonus, Cisco

	Operational Management
	HP OpenView
	
	OpenNMS

	Phone Sets
	Polycom VVX 3x0, 4x0, 500, 600 and VVX 1500
Polycom SoundPoint IP 335
	
	Alternatives include Yealink and AudioCodes

	SIP Soft Clients
	Counterpath Bria*
	
	Note that the recommendation is to use the Genesys SIP Client instead of Bria. Consider Bria and alternative.

	Storage
	Cassandra
	1.1.12+
	Required for ORS

	Web Application Server
	Apache Tomcat 6.x
	6.x
	

	File Server
	WebDAV enabled file storage accessible to GVP
	
	Required for Call Recording option.

	Virtualization
	VMWare ESXi
	5.1+
	


For a complete list of all 3rd party components supported by SIP Server and GVP, please consult the appropriate sections in the  Supported Media Interfaces reference manual [http://docs.genesys.com/Special:Repository/g_ref_smi.pdf?id=73c96eb2-c7cb-4839-95e5-0c910861e615 ].
Note that databases are not listed. RDBMS is often a customer preference. Note however that Business Continuity solutions are currently only supported with Oracle Golden Gate.
Note that the operating systems are not listed.  These are typically provided by customers.
[bookmark: _Toc383173337]Limits and Constraints
SIP Solution is targeted for SIP telephony usage and ACD replacement. SIP Server can be used in many other capacities including integration into other IP PBX and IMS architectures; these are not in scope for this solution.




[bookmark: _Toc383173338]Deployment View

[bookmark: _Toc383173339]Network Overview
The customer’s network infrastructure is a key element for consideration when integrating SIP Server into their environment.  Networks at each customer’s sites will be different and unique to their own requirements.  In most cases the network will already be in place and the solution will need to contend with its idiosyncrasies. 
The following diagram does attempt to illustrate some of the typical elements in the network topology.  These typical elements and topology will help provide context for the various deployment options described later in this chapter.



[bookmark: _Toc379380254]Figure 2 - Generic Network Diagram
Voice communication typically comes via the PSTN or Mobile network.  Depending on the carrier, either a Media Gateway is used to convert PSTN to SIP & RTP or a SIP Trunk can supply the SIP & RTP traffic directly.  A Session Border Controller is used to protect SIP & RTP traffic from unauthorized or malicious access.
Often the enterprise will have at least two Data Centers (in case of disaster). Not shown in the diagram are Branch Sites that can also be networked through WAN connections to the central Data Centers.
Local Area Network (LAN) segments will be setup with Firewalls between them to protect various elements.
VLANs are sometimes created on the networks to isolate SIP & RTP traffic from other data traffic.  Other mechanisms for isolating voice from data on IP networks is to use QoS to prioritize voice packets or to configure a separate IP network just for voice and separate from normal data traffic.
Several Application Servers/Hosts will be deployed for various functions.  Database (RDBMS) servers will need to be accessible for configuration data and reporting.
Notice that optionally, some customers may have direct PSTN connectivity to the Branches.
[bookmark: _Toc383173340]VoIP Quality of Service
Bandwidth and proper network configuration is critical for ensuring voice quality over IP networks.  Genesys offers a service for testing the bandwidth of the network, Genesys Network Readiness Assessment.  
There are multiple approaches that network architects can use to ensure that their network is ready for VoIP:
Separate and isolated networks
VLAN dedicated to SIP & RTP traffic
QoS (Quality of Service) settings.
Larger customers may have setup a separate network for voice traffic – in this case, the network is dedicated to voice traffic and should not be impacted by other network activities.
Configuring a VLAN to carry just voice traffic and ensuring that VLAN has an appropriate amount of bandwidth is another voice traffic isolation technique.  Note that it is still sharing the same physical network as other traffic, but if configured properly this should not impact voice quality.
Quality of Service works by marking voice traffic packets and then giving them priority over other data packets within the network.  This requires configuration of various network equipment to mark and prioritize the packets (e.g. routers).  SIP Server must also be configured with the appropriate level of QoS based on the settings for the rest of the network.  
Note that SIP Server will have QoS monitoring within the product.
[bookmark: _Toc383173341]Solution Deployments
The ACD Replacement Solution will focus on two main deployment models, despite the myriad ways that SIP Server and the various other components could be deployed. 
The first deployment model is the centralized model where most of the components are situated in a data center.  This deployment is ideal for small and medium sized deployments (around 2,000 agents).  
The second model is a distributed multi-site deployment where some key elements are provided within the various branch sites.  There will still be many components that will need to be deployed in a central site.  Multi-site deployments tend to be complex and require careful configuration, but are ideal for large deployments (10,000 to 25,000 agents) and providing additional resiliency in case a branch site loses connection to the main data center site.
High Availability deployment of Genesys components is supported in both deployment models as is Business Continuity of the data center components.  Details on deploying HA and Business Continuity will be described later in this section.
[bookmark: _Ref372711936][bookmark: _Toc383173342]Centralized Deployment
The centralized deployment assumes that the customer has a data center that is reachable by all agents and that the network has the capacity to support the traffic between solution components in the data center and between the agents’ desktop/endpoints and the data center.
A typical deployment will be similar to that depicted in the following diagram.  Note that each server node depicted may be installed on a hardware server or as a virtual machine image.  Associate sizing will be based on VM image.

[bookmark: _Toc379380255]Figure 3 - Central Deployment Model
Voice traffic enters the enterprise via a SIP Trunk into the eSBC component (media gateways and other SBCs are supported as well). SIP messaging for the calls are sent to the SIP Routing node will the audio RTP stream is typically sent to the MCP node.  Together the SIP Routing and MCP nodes handle the initial IVR qualification, parking and routing to the agent.  They are also responsible for saving audio to the File Server node for call recording.  Note that the File Server node may be a customer provided component in their environment.
The Outbound node handles the outbound voice campaigns and interacts with the SIP Routing nodes (and MCP by extension) to make outgoing calls, detect call progress and then route the call to an agent.
Admin UI, Report UI and Call Rec UI nodes contain the web servers and processes to support administering the solution, reports and call recording respectively.  The Framework node manages the configuration and other management processes.  The InfoMart node contains Genesys InfoMart which is responsible for transforming real-time data into a data warehouse for historical reporting.
Note that the DBMS node is another component typically provided by the customer in their environment.
The Provisioning Server node supports device/phone management including DHCP, firmware updates and device level configuration.  Note that this is an optional component as the Feature Server node will eventually take on these responsibilities.
The Agent Support node provides various components such as the Interactive Workspace Deployment Server that the agents will access.
The following table lists the components that make up each of the nodes.

	Node
	Component
	Comments

	SIP Routing
	SIP Server
	

	
	SIP Proxy (optional)
	For SIP HA without virtual IP address.

	
	ICON
	

	
	ICON DBServer
	

	
	Universal Routing Service (URS)
	

	
	Routing StatServer
	Main StatServer for routing

	
	LCA
	

	SIP Feature 
	Feature Server
	Can be included as part of SIP Routing VM

	
	Resource Manager
	

	
	GVP Reporting Server
	

	
	LCA
	

	MCP
	Media Control Platform
	Multiple process can be instantiated per node (3 is optimal) and multiple nodes can be deployed to support the required number of ports.

	
	LCA
	

	Orchestration
	Orchestration and Routing Server (ORS)
	

	
	Cassandra
	

	
	Apache Tomcat
	Customer web infrastructure can be used if it exists.  Used for VXML delivery

	
	LCA
	

	Outbound
	Outbound Contact Server
	

	
	Outbound DBServer
	

	
	LCA
	

	Framework
	Config Server
	

	
	Solution Control Server
	

	
	Distributed Message Server
	

	
	Config DB Server
	

	
	Log DB Server
	

	
	SNMP Master Agent
	

	
	License Manager (FlexLM)
	

	
	LCA
	

	Admin UI
	GAX
	

	
	Genesys Administrator
	May not be required once GAX full replaces GA capabilities

	
	Apache Tomcat
	Or supported web servers for GAX

	
	GIM Console
	

	Report UI
	Interactive Insights
	

	
	CCPulse
	Pulse can be used when available

	
	LCA
	

	CallRec UI
	Utopy SpeechMiner
	Used primarily for call recording UI

	InfoMart
	InfoMart
	

	
	LCA
	

	Provisioning Server
	Polycom UC Software
	

	
	DHCP process
	

	
	LCA
	Verify LCA usage on a 3rd party software server

	Agent Support
	Interactive Workspace Deployment Server
	

	
	IIS
	Supports deployment server

	
	IWS Config Server Proxy
	

	
	StatServer for IWS
	

	
	GWS/API Server
	Required to integrate Call Recording with IWS

	
	Composer
	

	
	LCA
	


[bookmark: _Toc383174928]Table 1 - Data Center Node Components
Please see section 6.1 Solution Sizing Guidelines for details on the sizing of each VM node.
[bookmark: _Toc383173343]Multi-Site Deployment
The multi-site deployment model includes processing nodes distributed to various sites within the customer’s enterprise.  These distributed nodes are typically branch offices or regional sites.  A data center is still a major site in this deployment.  This deployment adds complexity to the overall solution design – configurations of nodes, routing, firewalls, etc. become more cumbersome.
The advantages of deploying a multi-site topology are resiliency and scalability.  By adding SIP Server and other processes to a branch site, that site can continue to function if it loses connectivity to the data center (probably with some reduced capabilities).  
Adding processing nodes to the branches also increases the scalability by supporting more agents.  There are certain trade-offs that must be considered.  Routing may be organizing around functional or regional groupings of agents which limit some of the global routing capabilities of Genesys.  If global routing is desired, either a common StatServer must be used for all regional SIP Servers or Agent-Reservation must be used between the URS components.  
The following diagram depicts the Multi-Site Deployment model

[bookmark: _Toc379380256]Figure 4 - Multi-Site Deployment Model
In a multi-site deployment there are numerous options for configuring how voice traffic is handled.  A lot depends on how the customer has configured their voice network.  One important variant is whether PSTN/SIP Trunks are setup for the individual Branch Sites or are connected centrally and distributed internally within the customer’s enterprise network.  In the diagram one of the branches has a SIP Trunk, requiring an eSBC or Media Gateway.  
One option if the voice traffic is distributed from a central site is to deploy GVP resources (MCP nodes) to handle in-front IVR before routing the call (qualification and parking).  The routing strategy may determine that an agent in the branch is the best resource to handle the call, in which case the call can be redirected to the SIP Route Hub servicing that agent.
The nodes in the Data Center are the same as in the Central Deployment Model.  Each branch will have a number of additional nodes.
The SIP Route Hub includes the processes for handling SIP voice services for the agent and local routing requirements. 
The MCP Hub provides local media resources within the branch. The local resources would typically be used for Music on Hold and conferencing.  However, there may be a need to setup IVR services on the Branch Site (e.g., survivability if the Data Center IVR capabilities are lost or if the voice traffic arrives at the branch first via a SIP trunk directly to the branch).
Agent Support node provides support for the agent’s Interactive Workspace desktop.  These capabilities could remain in the data center as Interactive Workspace can operate without these services, but they can also provide an additional level of resiliency.

	Node
	Component
	Comments

	SIP Route Hub
	SIP Server
	

	
	SIP Proxy (optional)
	For SIP HA without virtual IP address.

	
	Feature Server
	

	
	ICON
	

	
	ICON DBServer
	

	
	Distributed Solution Control Server
	

	
	Logging Message Server
	

	
	Resource Manager
	

	
	Universal Routing Service (URS)
	

	
	Orchestration and Routing Server (ORS)
	

	
	GVP Reporting Server
	

	
	Routing StatServer
	Local StatServer – note that Agent-Reservation needs to be setup

	
	Cassandra
	

	
	Apache Tomcat
	Or other web server for VXML delivery

	
	LCA
	

	MCP Hub
	Media Control Platform
	Multiple process can be instantiated per node (3 is optimal) and multiple nodes can be deployed to support the required number of ports.

	
	LCA
	

	Agent Support
	Interactive Workspace Deployment Server
	

	
	IIS
	Supports deployment server

	
	IWS Config Server Proxy
	

	
	StatServer for IWS
	

	
	GWS/API Server
	Required to integrate Call Recording with IWS

	
	Composer
	

	
	LCA
	


[bookmark: _Toc383174929]Table 2 - Branch Node Components

[bookmark: _Toc383173344]High Availability Deployment
To provide resiliency in both deployment models, High Availability (HA) options are recommended for all components. Similar approaches should be used to setup HA in both models.
The standard approach to high availability supported by many of the Genesys components is to use a primary and backup process.  The backup process takes over from the primary if it fails.  The backups can either be setup as a cold-standby, warm-standby or hot-standby. The ACD Replacement Solution recommends hot standbys where supported.
In general, each node listed in the deployment models should have a primary and backup copy.  The following diagram depicts the primary and backup VMs for the solution.  Most use the IP Takeover technique.  Other components can be clustered (MCP, Cassandra) and Resource Manager can be setup as an Active-Active pair of processes.

[bookmark: _Toc379380257]Figure 5 - ACD Replacement HA
The following sections describe applying high availability to the various components of the solution.
SIP Server HA
Each SIP Server component will require a hot standby component in a separate node/virtual machine.  The pair of SIP Servers needs to be reachable as if they were the same process on the same machine.  There are multiple approaches to achieving this outcome.  The two recommended approaches are Virtual IP Takeover and SIP Proxy.
Virtual IP Takeover: 
Each SIP Server is assigned a real IP Address and a virtual IP Address.  All SIP traffic for SIP Server will be addressed to the virtual IP address.  The primary node will have the virtual IP address activated while the backup node will have that same virtual IP address disabled.  Note that this can be setup using one or two NIC cards in the server.
The Solution Control Server (SCS) will monitor the active SIP Server.  If a problem is detected with that server, SCS will notify the backup server which will enable its virtual IP address and begin handling requests.  As a hot standby, it will already have information on the existing SIP Sessions and can continue processing those calls.


[bookmark: _Toc379380258]Figure 6 - Virtual IP Takeover Deployment
For more information on IP Takeover consult the SIP Server HA Deployment guide 
SIP Proxy:
SIP Proxy deployments do not require virtual IP address configuration or takeover.  A cluster of SIP Proxies monitor each of the HA pairs and forward requests to the active/primary SIP Server.
Each SIP client/user agent must follow standard SIP and conventions to connect to two SIP Proxy instances in case one goes down.  


[bookmark: _Toc379380259]Figure 7 – SIP Proxy Deployment
For more information on IP Takeover consult the SIP Proxy HA section of the SIP Server HA Deployment Guide 
GVP HA
GVP components have a slightly different high availability model from SIP Server.  The two main GVP components are the Resource Manager and the Media Control Platform (MCP).  MCPs can be configured as a cluster of nodes providing N+1 availability.  
The Resource Manager acts as a proxy between SIP Server and the MCP cluster.  Resource Managers are deployed in an active-active HA pair.  Since they are stateless, either Resource Manager can handle requests from any SIP Server and forward to any MCP in the cluster.
In addition, the GVP Reporting Server also operates with a primary/backup server HA pair.


[bookmark: _Toc379380260]Figure 8 - GVP HA Deployment
Web application servers that deliver VoiceXML pages to GVP have their own HA configuration depending on which application server is deployed.  For example, Apache Tomcat can be setup as a cluster using a proxy/load balancer such as Apache HTTPD with either mod_proxy or mod_jk.
Add details on ASR & TTS HA
For more information see the Genesys Voice Platform 8.1 Deployment Guide or the Genesys Media Server 8.1 Deployment Guide.
Management Framework HA
It is expected that most Genesys partners and professional services are familiar with implementing high availability deployments of the Management Framework.  Basically redundant servers are deployed in a warm standby state for the following components:
DB Servers
Config Server
Message Server
Solution Control Server
In addition, and HA port is configured between the primary and backup Solution Control Servers to allow synchronization of updates.  Note that Advanced Disconnect Detection Protocol (ADDP) should be used between Solution Control Servers. 
Genesys Web UI
For all the Genesys Web based UIs, the customer’s DNS should be used to determine the appropriate UI host name to use based on its availability. When the UI user action fails because the primary is down then when the user restarted the UI, he would get the backup UI host name from the customer’s DNS and connect to the backup UI application server. 


[bookmark: _Toc379380261]Figure 9 - Genesys Web UI HA
IWS Application
The IWS application must be configured with the appropriate connections to the Genesys backend servers. As part of this configuration, there is definition of the primary and backup server connection. 
IWS will use this connection information to failover to the backup server when it detects a failure of the primary server. 
For details on these capabilities, see the IWS product documentation.
Routing HA
Routing in this solution consists of URS, ORS and the supporting Cassandra NoSQL database.  In addition to Orchestration and Routing, Cassandra is also used by the Genesys Web Services (GWS).
HA for the URS component is handled by the traditional hot standby mechanism.  
ORS supports hot standby as well.  It can overlay a cluster topology over top of each ORS “Node” (an ORS Node consists of a primary & backup pair of ORS processes).  An ORS Cluster is typically constrained to a Data Center.
Cassandra also supports a clustered topology.  It supports a multi-site deployment; this enables a Cassandra cluster to span multiple data centers and branches, increasing its resiliency.
The following diagram depicts the ORS HA deployment.
[image: ]
[bookmark: _Toc379380262]Figure 10 - Orchestration Cluster

Cassandra nodes for this solution must be provisioned via scripts to set up a two node clusters.  The following is a diagram of the deployment.


[bookmark: _Toc379380263]Figure 11 - Cassandra High Availability
As part of maintaining this cluster, there are set of process that you must perform on a periodic basis. For details, see the following link http://genesyslab.info/wiki/index.php?title=Cassandra#Routine_Node_Repair 
Cassandra can also be setup as a cluster across sites.  Each site maintains its own ORS Cluster but shares the Cassandra cluster for its data.
For more information, consult the ORS Deployment Guide.

[bookmark: _Toc383173345]Business Continuity
Business Continuity requires that the customer have 2 major data center sites so that if one site suffers a catastrophic event, the other site has the resource to provide continued business functionality.
Specifically for SIP Server, peers are configured in the 2 sites.  The peer SIP Servers share state information (requiring connectivity between the two sites).  Each peer consists of an HA pair of SIP Servers.
SIP phones dual register with the 2 SIP Server Peer addresses so that if one is down the SIP messages can continue flowing to the second SIP Server Peer.
[image: File:Dr architecture.png]
[bookmark: _Toc379380264]Figure 12 – SIP Business Continuity Deployment
StatServers need to be configured in each site monitoring both SIP Servers as well.
Configuration data must be replicated between sites.  Oracle Golden Gate is the recommended replication solution for replicating the configuration.
Finally the Media Gateways or SIP Border Controllers need to be configured to reach both SIP Server Peers so that they can send SIP traffic to the appropriate SIP Server depending on normal and business continuity scenarios.  Note that there are specific SIP handling requirements for the Media Gateways and SBCs.  Please consult the Supported Media Interface (SMI) guide for Business Continuity support (see http://docs.genesys.com/Special:Repository/g_ref_smi.pdf?id=73c96eb2-c7cb-4839-95e5-0c910861e615 ).
[image: http://docs.genesyslab.com/images/6/6d/Dr_no_network_SIPS.png]
[bookmark: _Toc379380265]Figure 13 - Genesys Business Continuity Deployment
Business Continuity can handle several failure scenarios.  The following diagram depicts a catastrophic failure in Site 1.  Media Gateways would send all voice traffic to Site 2.  SIP endpoints would accept messages from the Site 2 SIP Server.  All necessary configuration information should have already been replicated and the Config Proxy will deliver that information as required to all components in the solution.
[image: http://docs.genesyslab.com/images/2/27/Dr_failure_scenario1.png]
[bookmark: _Toc379380266]Figure 14 - Business Continuity Failover
For more information on the SIP Business Continuity architecture refer to the SIP BC Architecture documentation.  Information on deploying SIP BC can be found in the Deployment Guide for SIP BC.  Current limitations for Business Continuity are listed here.
Geographic Distribution of Solution
The following diagram depicts the components necessary to distribute solution configuration and state information between geographically distributed sites.
[image: ]
[bookmark: _Toc379380267]Figure 15 - Configuration Distribution
The master Configuration Server sends configuration data to the Configuration Server Proxy in the other site.  The proxy can then make this configuration information available to other Genesys components.
A Message Server needs to be setup in the master site to send application state between sites.  This state information is used by the Solution Control System to ensure the applications are properly configured.
Note that the Message Server delivering distributed SCS messages should be separately deployed from local Message Servers serving each site.
[bookmark: _Toc383173346]Call Recording
Genesys has many call recording options but has recently introduced its own active call recording solution.  This solution uses many existing components within the Genesys suite.  The main call recording use case included within the ACD Replacement solution is Agent-activated call recording.
In this scenario, the agent can activate call recording from a control in the Interactive WorkSpace.  Once activated, the RTP traffic from both the customer and agent are recorded via a Media Server and saved in a file on a File Server.


[bookmark: _Toc379380268]Figure 16 - Agent-Activated Call Recording
A File Server with HTTP/WebDAV capability is required to store the call recording.  This would typically be provided by the customer but if not it needs to be accounted for.  See section 6.1 Solution Sizing Guidelines for sizing guidelines.
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The RDBMS is often a customer provided component of the solution.  If not, this must be installed as part of the solution.  
Genesys-specific databases need to be setup within the database system and made accessible by the Genesys components.  Follow the installation guides specific for each product and database vendor.
Note that appropriate language/character sets need to be configured for some product databases.
Each database vendor has various strategies for providing high availability for their database system.  Customers may have their own setup which needs to be adhered to.
Business continuity is typically accomplished via some form of replication or clustering of databases.  Currently, the only supported product for business continuity is Oracle Golden Gate.
[bookmark: _Ref379380022][bookmark: _Toc383173348]Device Management
Genesys SIP Feature Server fulfills the device provisioning role within the ACD Replacement Solution.  In addition to device management, the SIP Feature Server also handled voicemail services, dial-plans, class of service and monitoring functionalities for the SIP Server.
The Genesys device management solution provides the ability to automatically configure, deploy, and manage large numbers of endpoints remotely in an enterprise solution or contact center solution. It provides the following functionalities:
1. Making it as seamless as possible for a new device to be connected to the switch, allowing for a plug-and-play type of deployment in an enterprise/call center environment.
1. Bulk provisioning of IP Phones/SIP endpoints which will be very useful for large scale deployments where huge numbers of extensions are deployed
1. Allowing for remote management of devices already connected to the switch, including update of configuration and firmware upgrade.
1. Supports multiple Vendors
The Feature Server integrates with the Genesys Administrator Extensions (GAX), using GAX to provide the administration user interface.  Genesys Media Servers are also used for audio-based provisioning.


[bookmark: _Toc379380269]Figure 17- Device Management Deployment
Note that this solution has not been released at the time of this writing, but is expected shortly.  In the interim, custom deployments have been built.  There are also some 3rd party solutions (Polycom UC Software and Audio Codes Device Management) that can be deployed in the short term.
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The following section documents the typical interactions between components in the SIP Telephony Solution.  SIP messages are the main focus of this section as it can be the source of issues within a SIP/VoIP network implementation.  
The call flows have been simplified – certain messages and notifications have been removed for clarity.  
The other main purpose for this section is to document the typical call flows that will be used to determine the sizing of the solution components.  These typical call flows are:
Agent/Phone Registration
Non-Agent calling
Customer call – qualification phase with park
Customer call – routed to agent
Hold & Retrieve
Conferencing
Transfer
Voicemail
OCS
Call Recording

[bookmark: _Toc383173351]Agent/Phone Registration
The following figure depicts when a phone registers with SIP Server.


[bookmark: _Toc379380270]Figure 18 - Agent/Phone Registration Call Flow
Note that the phone will need to renew its registration before its previous registration times out.  This is typically around 90 seconds.  The phones or SIP clients can be configured with this registration refresh time.
[bookmark: _Ref367794744][bookmark: _Toc383173352]Non-Agent calling
This section covers some of the typical call flows for a non-agent user.  These may be applicable to agents if they received directed calls (as opposed to URS routed calls).
The first diagram describes a standard directed call.  The caller can be calling from within the enterprise or externally via an SBC or Gateway.  Both a successful call is shown and an abandoned call (where the caller hangs up before the user answers the call).
As the initial INVITE message reaches SIP Server, SIP Server requests the dial plan from the Feature Server so that it can determine which user/device to send the request to.


[bookmark: _Toc379380271]Figure 19 - Non-Agent Call Flows
Note that in the abandoned call case, the user hangs up before the call can be transferred to a voicemail system (as shown later in this document).
The next diagram shows what happens if the Enterprise user has their phone call forwarded to another user’s phone (for coverage while they are out).


[bookmark: _Toc379380272]Figure 20 - Call Forwarded

[bookmark: _Toc383173353]Customer call – qualification phase with park
The following diagram illustrates using SIP Server & GVP to handle qualification and parking of a call before it is delivered to an agent.  For the qualification/IVR stage there are many options to choose from – NETANN vs MSML, DTMF digit collection vs ASR, playing audio vs TTS.  MSML & DTMF collection has been chosen for this example.  For the sake of simplicity, only the most important messages are shown.



[bookmark: _Toc379380273]Figure 21 - Qualification & Parking
As noted, MSML is used to handle both the IVR interaction and the Music on Hold.  The same SIP dialog is reused for both operations.
Once the parking phase is complete and the customer can be routed to an available agent, the Media Server is dropped from the SIP interaction with the BYE message.
[bookmark: _Toc383173354]Customer call – routed to agent
The following call flow depicts the customer being directed to an agent (presumably after an IVR qualification and parking).


[bookmark: _Toc379380274]Figure 22 - Route Call to Agent
A few notes on this call flow:
Moving the call to the agent uses a re-INVITE.  To do this, SIP Server must first send an INVITE with an “On-Hold” SDP so that a dialog can be setup with the targeted agent.
A REFER can also be configured depending on the capabilities of the SBC/Gateway the customer is calling through.  This may be preferred in multi-site deployments where the SIP Server instance handling qualification and parking is separate from the instance that the agent has registered to.
Assuming “sunny day” scenario. If the agent does not respond to the INVITE, then the customer will likely be put back into parking/on-hold.
[bookmark: _Toc383173355]Hold & Retrieve
There are times when an agent must put a customer on hold to check something or a non-agent must put a colleague on hold.  The following diagram depicts the SIP messaging to put someone on hold and then retrieve that call.


[bookmark: _Toc379380275]Figure 23 - Hold & Retrieve Call Flow
To put the call on hold, the Caller is re-Invited with the appropriate settings for the sendonly & recvonly SDP attributes.  The older method of setting an IP address of 0.0.0.0 in the connection field (“c=”) within the SIP message.
Note that the sip-hold-rfc3264 configuration parameter controls which method is used.
To use Music On Hold for the held caller, the initial steps of holding the call are required, then the caller needs to be re-Invited to a Media Server (similar to the Parking call flow in section 5.1.2).
[bookmark: _Toc383173356]Conferencing
There are two approaches for providing conferencing services using SIP Server.  The first is to use the capabilities of the SIP phone and mix the audio locally.  The second is to move the conference participants to a central MCU (media control unit) – typically GVP – and mix the audio there.
The use case depicted in the call flow is an agent on a call with a customer and conferencing in a second agent.  The SIP flow will work as well for non-agents or internal conference calling.


[bookmark: _Toc379380276]Figure 24 - Conferencing with Local Mixing
To conference using a Media Server (i.e. GVP), the initial phase is similar – the customer (in this use case) is put on hold and a call is established with the other agent.  Now all callers are re-invited to the Media Server.  
One interesting note – SIP Server sends an INVITE without SDP in order to get the Media Server to send its SDP-Offer.  That SDP-Offer is then sent to the caller in the re-INVITE so that it can negotiate the proper codec for the conference call.


[bookmark: _Toc379380277]Figure 25 - Conferencing with Central Mixing
[bookmark: _Toc383173357]Transfer
There are a variety of call transferring scenarios and behaviors.  The two most commonly supported with SIP Server are the single-step and the consult transfer.
The Single-Step Transfer involves an agent (or non-Agent) transferring the call directly to another phone.  As the target phone answers, the transferor is dropped from the call.  The following diagram depicts the single-step transfer.


[bookmark: _Toc379380278]Figure 26 - Single Step Transfer
The Consult Transfer involves the agent putting the original caller on hold, initiating a call to the transfer target (another Agent). They can presumably talk before completing the transfer – at which point the agent tells SIP Server to put the original caller and the transfer target into a call and drop him/her from the call.


[bookmark: _Toc379380279]Figure 27 - Consultative Transfer
[bookmark: _Toc383173358]Voicemail
The following call flow depicts a caller calling either an agent or a non-agent.  Feature Server provides both dial plan and voicemail management capabilities.  It uses GVP (Resource Manager and MCP) to provide the TUI interaction and voice recording capabilities for voicemail.


[bookmark: _Toc379380280]Figure 28 - Voicemail Call Flow
Note that the user (or more specifically, the user’s phone) will subscribe to SIP Server for notifications that voicemail is waiting (Message Waiting Indicator/MWI).  Notification can be via SIP and TLib messages.
When the caller calls the target user (Agent in the diagram), SIP gets the configured dial plan from Feature Server to determine what to do with the message.  If conditions are met that this call should be handled as voicemail, then SIP Server invites Resource Manager/MCP into the call and Feature Server sends a VXML script to the MCP to control the Voicemail TUI interaction with the caller.  
The VXML script will eventually record the voicemail from the caller and store it in an appropriate location for the Feature Server to access it.  Since a new message will be waiting – Feature Server informs SIP Server that MWI should be set to on.  SIP Server then notifies all subscribed clients for this particular voicemail box (either via SIP or TLib messages).
When the agent decides to listen to voicemail, a very similar call flow occurs – the number that the agent dials will map through the dial plan to voicemail and the agent will be connected to the MCP with a VXML script for navigating and retrieving/listening to voicemail.
After the voicemail has been retrieved, the MWI indicator can be reset to off. Feature Server informs SIP Server and SIP Server notifies all subscribers.
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The following diagram depicts the outbound calling scenario using Media Server for Call Progress Detection (CPD) and IVR treatment.
The Agent is first connected to the media server – essentially put on hold waiting for a successful customer transfer.  
The media server is then prepared for CPD using the INVITE and INFO messages. The customer is then contacted through the gateway.  At this point the media server determines if the call completes and reaches the customer (instead of a voicemail system).
The media server runs the appropriate treatment (IVR).  Once completed, the customer is transferred to the agent.


[bookmark: _Toc379380281]Figure 29 - OCS Call Flow
The CPD can detect issues connecting to the user, evaluate RTP traffic for busy or voicemail.  If CPD detects an issue, the customer/gateway is disconnected using CANCEL messages (not shown).

[bookmark: _Toc383173360]Call Recording
Call recording is based on the new Genesys active call recording solution.  Typically a call between agent and customer is recorded.  The following diagram depicts the agent initiating a recording after a call has been established with the customer.


[bookmark: _Toc379380282]Figure 30 - Call Recording Call Flow
An important aspect of the call recording is ensuring that the Media Server is set to the proper codec/SDP. An initial pre-negotiation stage sets up the media server with the appropriate SDP. 
Then the agent and customer legs of the call are moved to the media server where their call continues.  The media server writes the audio to disk in a streaming fashion until the call ends.
The agent or supervisor can then use the call recording user interface to review the recording afterwards.
[bookmark: _Toc359861658][bookmark: _Ref372650326][bookmark: _Ref372650331][bookmark: _Toc383173361]External Interfaces
This section describes the external interface for the solution.  These become the integration points between solution components and the elements in the customers’ premise.


[bookmark: _Toc379380283]Figure 31 - ACD Replacement External Interfaces
The following table details each of the external interfaces, its protocols, the components within the solution that are impacted or connected to these external interfaces and lists the integration tasks required to setup the external interfaces.




	Interface
	Protocol
	Solution Components
	Integration Tasks
	Description

	Media Gateway/SBC
	SIP and RTP
	SIP Server, Resource Manager, MCP
	Add the necessary bandwidth to the network
Provision the network infrastructure (e.g. DNS) for the new traffic
Provision the MG and SBC appropriately for the integration
	This interface is used to handle ingress voice traffic from the network.

	Phones
	SIP and RTP
	SIP Server
	Add the necessary bandwidth to the network
Provision the network infrastructure  (e.g. DNS) for the new traffic
Provision the phone appropriately for the integration

	This interface is used to handle the egress voice traffic to the agent phones. 

	Databases
	TCP/SQL
	Genesys Info Mart, ICON
	Provision the network infrastructure  (e.g. DNS) for the new traffic
	This interface is used to get data from the corporate systems to make decisions in solution. It also is used to store reporting data.

	Corporate Backend Servers
	HTTPS (REST or SOAP)
	MCP, ORS/URS, IWS
	Provision the network infrastructure  (e.g. DNS) for the new traffic
Create and provision the security information (certificates, etc.)
	This interface is used to get data from the corporate systems to make decisions in solution (agent desktop, routing strategy, etc.). It also is used to perform certain business actions as well.

	Corporate LDAP
	LDAP
	Configuration Server
	Provision the network infrastructure  (e.g. DNS) for the new traffic
Create and provision the security information (certificates, etc.)
	This interface is used to perform authentication of users using the solution.

	User of Solution Applications via Load Balancers
	HTTP(S)/TCP
	GAX, GA, GI2, EzPulse, IWS
	Provision the corporate load balancers and firewalls to handle the solution application traffic.
Create and provision the security information (certificates, etc.)
	This interface is used for user to access the solution’s applications (GA, GAX, etc.)

	Corporate Network Management System
	SNMP
	Genesys SNMP Master Agent
	Provision the network infrastructure  (e.g. DNS) for the new traffic
Create and provision the security information (certificates, etc.)
	This interface is used to integrate the solution with the Corporate network management system. 


[bookmark: _Toc383174930]Table 3 - External Interfaces
Session Border Controllers and Media Gateways must be compliant with the following standard specifications:
IETF RFC 3261	SIP: Session Initiation Protocol
IETF RFC 3262	Reliability of Provisional Repsonsed in SIP
IETF RFC 3264	Offer/Anser model with SDP
IETF RFC 3311	The Session Initiation Protocol (SIP) UPDATE Method
IETF RFC 3960	Early Media and Ringing Tone Generation in the Session Initiation Protocol (SIP)
IETF RFC 4566	SDP: Session Description Protocol
IETF RFC 6337	Session Initiation Protocol (SIP) Usage of the Offer/Answer Model
IETF RFC 3323	A Privacy Mechanism for SIP
IETF RFC 3325	Private Extensions to the Session Initiation Protocol (SIP) for Asserted Identity
IETF RFC 3326	Reason Header
The following standard specifications should also be supported by the SBC or Media Gateway.  If the border element is not compliant there are workarounds within SIP Server:

For more details, please consult the SIP Server Integration Reference Manual [http://docs.genesys.com/Documentation/SIPS/8.1.1/IntegrationReferenceManual/Welcome].
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Once a Genesys solution is in place, managing the solution becomes a primary concern of the customer.  There are two approaches to operational management that need to be considered for the solution.  
1. If Genesys components are the main focus of the operation, then using Genesys Administrator and GAX becomes the primary mechanism for administering the solution.
If Genesys is part of a larger operation, then integration into the customer’s operational management tool becomes advisable.
In both cases, Genesys Administration and GAX software need to be installed and configured to manage the solution.
[bookmark: _Toc383173363]Network Management Systems
If the customer does have a Network Management System (NMS), then Genesys components need to be integrated into their NMS.  This is typically done by setting up the SNMP Master Agent to send SNMP events and info to their NMS.  
Examples of supportable NMS includes HP OpenView and OpenNMS (an open source NMS - http://www.opennms.org/).
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Serviceability relates to the ability of technical support to identify issues and defects within the system.  Most of this relates to the ability to retrieve logs and configuration information and pass them back to technical support.
Setting up logical logging locations is a best practice that can reduce the time to send logs to support.  Configuring 3rd party components to log into the same location is ideal as well.  Establishing a “log” directory in the root of the disk structure and logging there is recommended:
D:\GCTI\log
/log 
At the time of this writing, technical support is building a tool that will aggregate and retrieve logs for analysis from a customer’s environment.  Once in place, this should be a standard part of the solution.
Proactive monitoring provides the most complete servicing of a customer’s environment. This is provided through Premium Care and is beyond the scope of this document.
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Provisioning devices (i.e. phones) for users and keeping them updated with the latest firmware is an essential component of a telephony solution.  Device Management is a key feature of the next (8.5) version of SIP Server and Feature Server.  It enables the administrator to configure one or more phones including updating firmware, setting up specific phone set features, etc.  The device management solution also provides individual and bulk provisioning of phones and SIP endpoints.  See section 4.5 Device Management 
Other alternatives are out there in the interim. A custom solution of setting up a DHCP and FTP/HTTP server for phone support has been delivered to some customers.  


[bookmark: _Toc379380284]Figure 32 - Provisioning Server
The phone is configured to make a DHCP request to get its IP address from the DHCP Server.  It will then also have an address to an HTTP or FTP server to request updated firmware and configuration.  Once the phone is updated, it will register its address with SIP Server and the phone can then be used in normal operations.
[bookmark: _Toc383173366]Implementation View
The Implementation View describes details such as sizing security and configuration of the solution based on the previous deployment and interaction views.
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This section provides guidelines on sizing the solution components to determine the server requirements.  Providing a simple and accurate sizing guideline is difficult as there are many variables, between the number of agents, the type of call flows, peak call volumes, network bandwidth, etc. that can occur within the customer’s operations.  
The approach taken is to assume certain variables such as busy hour calls, qualification, queue & talk times and a mix of call flows (as depicted in section 5.1 Call Flows).  Based on these assumptions, the CPU, memory and data requirements are calculated based on the two deployment targets of 2,000 agents and for 25,000 agents.  The sizing also accounts for a centralized and multi-site deployment.
The sizing provided assumes use virtualization although specific requirements for the underlying hardware are also specified.
Please treat this as a rule of thumb.  Changes to any variable can impact the overall sizing.  
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This section provides the sizing for a centralized deployment supporting 2,000 agents.  The virtual machines are based on the layout depicted in section 4.2.1 Centralized Deployment.  
Sizing Assumptions
The following assumptions are made regarding the sizing of this solution.
	Input Assumptions 
	2,000 Agents

	Agents  
	2,000 

	Agent utilization 
	80% 

	Call qualification time 
	60s 

	Queue time 
	120s 

	Talk time 
	180s 

	Calls Recorded
	100%

	Recording retention
	

	Log retention
	Debug 2 weeks

	Reporting History
	2 years

	Non-aggregated Reporting History
	3 months

	Calculated worst case values 
	

	Calls / agent / hour 
	32 

	Concurrent active calls 
	2000 

	Peak CAPS 
	8

	Busy hour calls 
	32000



Based on the input above the impact of deploying SIP Telephony Solution into a customer’s network (for a non-HA deployment) is:
	Bandwidth type
	2,000 Agents

	Peak Voice (G.711) (this includes both ingress and egress traffic)
	360000 kbps

	Data (this is all the inter-component communications to process the calls)
	2780 kbps


An HA deployment will require additional capacity based on communication between primary and backup nodes. The following is an estimate on the additional network capacity:
	Bandwidth type
	2000 Agents

	Peak Voice (G.711)
	There is no additional voice traffic with HA

	Data (this is the additional bandwidth needed for replicating data between the primary and backup nodes.)
	20000 kbps


Hardware/Virtualization Assumption
The underlying hardware will impact the overall performance of any virtualization solution.  To that end, the following hardware requirements are assumed:
Core Intel Xeon E5530, 2.26 GHz
NIC cards
RAID controllers

In addition, it is assumed that each hardware server will be running ESXi v5.4 or greater directly on the hardware server.
Update with recommended hardware.
Virtual Machine Sizing
The following table details the virtual machine sizing for CPU, RAM and disk.  For further details please see the accompanying ACD-Replacement_VMSizing spreadsheet.

	VM
	CPU
	RAM
	Disk0/1

	SIP Routing primary
	4
	4
	60GB/4 TB

	Feature Server primary
	3
	4
	60 GB/500 GB

	ORS primary
	3
	6
	60 GB/1 TB

	mcp1
	4
	4
	60 GB/ 1.5TB

	mcp2
	4
	4
	60 GB/ 1.5TB

	mcp3
	4
	4
	60 GB/ 1.5TB

	mcp4
	4
	4
	60 GB/ 1.5TB

	mcp5
	4
	4
	60 GB/ 1.5TB

	Outbound primary
	2
	4
	60 GB/1 TB

	Framework primary
	4
	4
	60 GB/1 TB

	Provisioning
	2
	2
	60GB/100GB

	Admin ui
	4
	4
	60 GB/100 GB

	Report ui
	4
	4
	60 GB/100 GB

	CallRec UI
	1
	4
	 

	InfoMart
	2
	4
	60 GB/100 GB

	Agent Support
	4
	8
	60 GB/100 GB

	RDBMS
	4
	8
	50k/call = 16 TB for 2 years

	File Server
	
	
	 

	LFM CLS
	
	
	 

	Shared Storage
	
	
	 

	TOTAL VM
	73
	98
	

	TOTAL Real
	64
	128
	



[bookmark: _Toc383173369]Solutions Sizing – Multi-Site Deployment
TBD
[bookmark: _Toc383173370]Database Sizing
The following table summarizes the database sizing requirements for Genesys components stored within the RDBMS.  These are estimates based on the sizing assumptions and should be treated as a starting point. Other customer factors can impact the overall data requirements.


	System
	2000 agents
	25000 agents

	Configuration Server
	500 MB
	

	Message Server 
	1200 GB 
	

	Genesys Administrator Extension 
	3 GB 
	

	Genesys Info Mart 
	6000 GB 
	

	Interaction Concentrator 
	1200 GB 
	

	Universal Contact Server 
	2 GB 
	

	Interaction Server 
	600 GB 
	

	Genesys Interactive Insights (GI2)
	Insignificant
	

	EZPulse
	TBD
	

	Total SQL database storage 
	9005 GB 
	


 Add in 25,000 agents.
[bookmark: _Toc383173371]Network Sizing and Readiness
The success of an ACD Replacement deployment hinges on ensuring that the network is ready and has the appropriate bandwidth.  Customer networks are varied and a Network Assessment is truly the best course of action.
As guidance, the following network load has been calculated for the solution.  
TBD
	Network Traffic
	2000 Agents
	25,000 Agents

	Within Data Center
	
	

	Between Data Centers (Business Continuity)
	
	

	Between Branches and Data Centers
	N/A
	


[bookmark: _Toc383174931]Table 4- Network Traffic Guidance

[bookmark: _Toc383173372]Configuration Guidelines
The following guidelines provide a high-level guide to typical settings that need to be configured within the ACD Replacement Solution components.  Variants in the customer’s network environment may require alternate settings. See the notes section for the listed options.
[bookmark: _Toc383173373]SIP Server Configuration
The following SIP Server related configurations relate to performance and reliability of the system in addition to other options that may require attention.

	Configuration Option
	Setting
	Notes

	[TServer]sip-link-type
	3
	Performance improvement – TServer and sip run in different threads

	[Log]x-sip-log
	<pathname/filename>
	Related to sip-link-type – ensures that SIP logging is separate from TServer logging

	[Log]verbose
	standard
	Valid options are none, standard, interaction, trace and debug (or all).  Note that when trouble-shooting, debug is used.

	internal-registrar-domains
	<specific ip address or domain name>
	Names are taken literally, no attempt to convert hostnames to IP address or vice-versa is made. Therefore all possible variations of domain names should explicitly be listed.  

	internal-registrar-enabled
	yes
	For most ACD solutions, this should be set to Yes on the SIP Server instance in the data center.  Agents will then register their end-points to SIP Server.  Some other environments may already have a SIP Registrar that SIP Server needs to integrate with (see external-registrar option)

	external-registrar 
	<hostname: port>
	Destination where to send all SIP REGISTER and SUBSCRIBE requests for domains that do not belong to SIP Server. This should typically not be set as SIP Server should be the registrar. However, the customer environment may require the use of a 3rd party registrar.

	internal-registrar-persistent
	true
	Enables registrar persistence. If true, SIP Server will store endpoint contact information, received via REGISTER messages, in the Annex option “TServer\contact” of the DN configuration object in Configuration Server. Default value is “false”.

	-nco
	Exit
	Command line option ensures that process exits before restarting

	Auto-Restart
	True
	Set in Genesys Administrator – ensures restarting SIP Server by Management Framework.

	overload-ctrl-call-rate-capacity
	<max sustainable call rate>
	Need to test to find the maximum sustainable call rate within the environment, then set the overload control to prevent exceeding this capacity.

	overload-ctrl-threshold
	overload-ctrl-call-rate-capacity/2
	Based on the previous overload-ctrl-call-rate-capacity.

	enable-ims
	False
	Assuming that ACD Replacement is not typically used in an IMS environment.

	overload-ctrl-trequests-rate
	<trequest capacity rate>
	Starting from SIP Server release 8.1.100.64 this option protects SIP Server from excessive T-Requests 

	overload-ctrl-call-trequests-rate
	<trequest capacity rate>
	More granular control of which T-Requests to limit and by which rate.

	overload-ctrl-call-tupdateuserdata-requests-rate
	<trequest capacity rate>
	More granular control of which T-Requests to limit and by which rate.

	overload-ctrl-call-tapplytreatment-requests-rate
	<trequest capacity rate>
	More granular control of which T-Requests to limit and by which rate.


[bookmark: _Toc383174932]Table 5 - SIP Server Configuration
For more details, please consult the SIP Server Deployment Guide [http://docs.genesys.com/Special:Repository/81fr_dep-sip.pdf?id=2e30d00a-05d6-4c84-a539-eb7ddcbde5f4].
Other Considerations
The following are not configurations specifically but other considerations for performance and reliability:
Ensure SIP v 8.1.001.06 or greater
If deploying in an IMS deployment, set IMS  to true (enable-ims=true) and ensure SIP Servers are provisioned to run in multi-threading mode (sip-link-type=4).
There should not be any high CPU consuming processes running alongside SIP Server on the same host, such as log archivers,  anti-virus, 3rd-party monitoring software, etc at the time when SIP Server handles the production traffic.
Special attention should be paid to the SIP Server logging, aiming to minimize the number of log files kept in the logging folder. Generally it is recommended to use larger in size segments (option log\'segment') with smaller number of log segments kept in the logging folder (log\'expire').
SIP Servers should be provisioned with logging level adequate to quick issue analysis and resolution, which usually translates into log\verbove=all.
Avoid using console and network devices for log output
SIP Servers are provisioned with asynchronous DNS resolution feature enabled (common\enable-async-dns=1). Refer to KB Article "SIP Server stops processing all incoming SIP traffic until restarted" (https://na12.salesforce.com/articles/SOLUTIONS/17558?popup=true)
SIP Servers are provisioned with the Thread-Alive Monitoring feature enabled. Refer to KB Article "SIP Server stops processing all incoming SIP traffic until restarted" (https://na12.salesforce.com/articles/SOLUTIONS/17558?popup=true)

Pre-production testing:
Each VoIP Solution prior to being deployed in production should undergo a rigorous set of tests aiming at determining its maximum sustainable call volume and fault tolerance (reliability).
Scalability:
For the maximum sustainable call volume determination the VoIP Solution should be put under a gradually increasing call rate, closely emulating the required production call flows.  The results can be used in the overload control parameters.
CPU Utilization: 
In the single-threaded mode (sip-link-type=0) SIP server process must not exceed 65% of CPU usage on a single CPU core under the max load for a continuous time interval.
In the multi-threaded mode (non-IMS deployments with sip-link-type=3 or IMS deployments with sip-link-type=4) SIP server process must not exceed 75% of CPU usage on any single core under the max load for a continuous time interval
Change Control Process: 
In production implement change control process.
Avoid making critical changes on live environment. Make them during maintenance windows instead.
Keep a backup copy of your configuration database current. Make a backup copy prior each configuration change. 
[bookmark: _Toc383173374]DN-Specific Configuration
The following table lists several instances – please refer to the diagram 999 for more details on the instance that is being configured.

	Instance
	Target
	Configuration Option Settings
	Notes

	SIP Routing & 
SIP Hub
	Agent DN
	option=x
	DN created for each phone/phone number

	SIP Routing
	Non-Agent DN
	
	

	SIPS Routing
	SBC or Gateway DN
	
	

	
	SBC or Gateway DN
	Userdata-map-filter=”<specific userdata>”
	Ensure that userdata is passed along with the call
NOTE: Do not use the filter on media services or RM DNs, especially with the typical filter=”*”

	
	
	
	


[bookmark: _Toc383174933]Table 6 - DN Configuration
Agent Reservation

[bookmark: _Toc383173375]Security
Protecting the customer’s infrastructure should be imperative for any solution deployment.  Genesys components can typically be deployed in a secure manner.  Many customers have their own security procedures that our solution needs to conform to.  The following are guidelines for some of the requirements that may be encountered or should be recommended.
[bookmark: _Toc383173376]Secure Connections
Connections between components, especially those external to the solution (see 5.2 External Interfaces) should be secured.  Where possible use SSL or HTTPS.
Typically customers will insist on firewalls to protect HTTP traffic from the wild internet.  In a similar fashion Media Gateways or Session Border Controllers need to be configured to protect VoIP traffic.
[bookmark: _Toc383173377]VM and OS hardening
Operating Systems are often pre-configured for ease of use and development and not necessarily security.  If the O/S is being installed or is part of a set of VMs being delivered, that O/S should be hardened to ensure that typical security holes are addressed.
The following process from the Genesys Cloud solution should be used to harden the solution VMs and the OSs.
https://portal.genesyslab.com/dir/rd/rndsop/Shared%20Documents/10%20Security%20and%20Compliance/SaaS%20Program%20Policies/System%20Configuration%20Standards/10.06.10%20SaaS%20Standard%20-%20Windows%20Server%202008%20Configuration%20-%20v1.0.docx

[bookmark: _Toc383173378]Localization and Internationalization
Localization and Internationalization are topics for numerous Genesys components, especially user interfaces and reporting.  Within the ACD Replacement Solution, the main components to pay particular attention are:
Media Files such as audio files
Administration & Operation management user interfaces
Agent desktop software
Reports



[bookmark: _Toc383173379]Migration Strategies
TBD
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