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Symptom

« Web Intelligence users may receive errors stating that the processing servers are busy and/or out of memory
o "The server is busy. Please save any pending change and try again later. If the problem persists, contact your BusinessObjects
administrator. (Error: ERR_WIS_30284)"
« CMS, WIReportServer, java processes may report large amounts of virtual (VIRT) memory being used in 'top'
« Web Intelligence Processing Servers may go into a Stopped or Failed state due to exceeded Maximum Memory limits

Environment

« Much more noticeable on systems with 4+ CPUs/cores

« Red Hat Enterprise Linux (May occur on other UNIX platforms as well)
o glibc version 2.10 or higher

« SAP BusinessObjects Platform Bl 4.x

Reproducing the Issue

Scenario 1 - On Startup

1. Restart the Bl Processes
2. Run 'top -u <BOE User>' to list the processes that are running as the <BOE User>
3. Notice the VIRT column is showing an unusually high amount of virtual memory usage by some processes (boe_cmsd, WIReportServer, java)

Scenario 2 - On Report Refresh

Restart the Bl Processes to ensure that we have a baseline for our virtual memory usage

Run 'top -u <BOE User>' to list the processes details for the <BOE User> running the Bl processes

Make note of the values in the VIRT column for the WIReportServer and java processes

Open a browser session and login to the Bl Launchpad. View/Refresh a Web Intelligence report

Make note of the values in the 'top' application for the Virtual (VIRT) and note that they may increase substantially on refresh.

arONE

Internal testing on a 16 CPU machine showed about a 300% reduction in virtual memory by adding this environment variable
MALLOC_ARENA_MAX=1
Below is the screenshot of the Processes BEFORE setting this environment variable:
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As you can see, the memory usage in the VIRT column is much less after this variable is configured

Cause

This behavior is caused by a not so well known change in the glibc libraries that get distributed or updated on many Linux operating systems. The
new default behavior causes excessive memory allocation to occur with multithreaded applications. This issue is documented as a bug in the
below link but the developer is stating that this is not a bug and is by design with options to modify the behavior if need be.

Bug 11261 - malloc uses excessive memory for multi-threaded applications

The glibc libraries that are version 2.10 and higher contain these changes and could be causing this excessive virtual memory allocation to occur
for any and all applications on your Linux servers.

Resolution
This issue can be resolved by taking the below recommendations into consideration:

1. Utilize the MALLOC_ARENA_MAX environment variable to tune memory usage for the user account that runs the Bl application.
(Recommended)

This variable sets the maximum number of arenas that are allocated. Previous versions of the glibc library utilized a value equivalent to "1" so by
setting this environment variable to 1, you would be reverting back to the older behavior which allocates much less virtual memory per process.
You can test with higher values as well to see if you can find a balance between performance and virtual memory allocation. Setting this number
higher will increase the virtual memory allocated for each process but may increase performance as well. Setting it lower will reduce the amount of
virtual memory allocated and may decrease performance in comparison to higher values.

There are multiple ways to set this environment variable. The easiest way would be to modify the profile file for the user that you installed SAP



BusinessObjects Platform Business Intelligence 4.x as. Below are the lines that we added in our testing:

MALLOC_ARENA_MAX=1
export MALLOC_ARENA_MAX

Some articles also suggest setting the MALLOC_ARENA_TEST variable to 0 to revert back to the old memory allocation functionality. We also
tested this option and memory remained the same with it added or not.

MALLOW_ARENA_TEST=0
export MALLOC_ARENA_TEST

Once these variables are set, you will need to log off and log back in to your Linux terminal. You will also need to complete stop all Bl 4.x
processes and restart them with these new variables set.

2. Disable memory analysis functionality on the Web Intelligence Processing Server(s)

Each Web Intelligence Processing Server (WIPS) will monitor it's Virtual Memory usage by default. This is enabled/disabled in the Central
Management Console (CMC) in the Servers section. If you modify the properties of a WIPS server, you will see an option called "Enable Memory
Analysis" which is enabled, checked on, by default. By unchecking this, you will disable the memory monitoring thread for the WIPS and it will
remove warnings and errors related to excessive memory usage by the WIReportServer processes.

NOTE: This only disables the memory analysis for the WIReportServer processes and does not change the amount of virtual memory that this
process will use.

Option 1 above is the recommended solution as it will reduce the virtual memory usage for all of the processes. Option 2 can be used when a
significant performance gain is found between keeping the default functionality and reducing the arenas using Option 1.

The "See Also" section of this article links to some other external sources for more details on this issue.

See Also

Linux glibc >= 2.10 (RHEL 6) malloc may show excessive virtual memory

Red Hat Enterprise Linux 6 Release Notes (13.4 GNU C library section)
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