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T-Server Fundamentals
This chapter provides general information about T-Server features and 
functionality and about its configuration and installation. Generally, this 
chapter presents overview information that applies to all T-Servers (and 
Network T-Servers) and their deployment. This chapter is divided into the 
following sections:
 Learning About T-Server, page 3
 Advanced Disconnect Detection Protocol, page 9
 Redundant T-Servers, page 10
 Multi-Site Support, page 10
 Agent Reservation, page 10
 Client Connections, page 11
 Next Steps, page 12

Learning About T-Server
The Framework 8.1 Deployment Guide provides you with a high-level 
introduction to the role that T-Server plays in the Genesys Framework. If you 
have already looked through that guide, you may recall that T-Server is the 
most important component of the Framework Media Layer (the other two 
components are Load Distribution Server (LDS) and HA Proxy). The Media 
Layer enables Genesys solutions to communicate with various media, 
including traditional telephony systems, voice over IP (VoIP), e-mail, and the 
Web. This layer also provides the mechanism for distributing 
interaction-related business data, also referred to as attached data, within and 
across solutions.
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Framework and Media Layer Architecture

Figure 1 illustrates the position Framework holds in a Genesys solution.

Figure 1: Framework in a Genesys Solution

Moving a bit deeper, Figure 2 presents the various layers of the Framework 
architecture.

Figure 2: The Media Layer in the Framework Architecture

T-Server is the heart of the Media Layer—translating the information of the 
media-device realm into information that Genesys solutions can use. It enables 
your contact center to handle the computer-based form of the interactions that 
arrive and it translates the information surrounding a customer contact into 
reportable and actionable data. 

Figure 3 presents the generalized architecture of the Media Layer.
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Figure 3: Media Layer Architecture

In addition to being the most important component of the Media Layer, 
T-Server plays the most significant role in making information about 
telephony traffic and its data available to Framework as a whole.

One or more components in practically every solution are T-Server clients. 
Solutions comprise a number of different Genesys software packages, from 
collections of components for various types of routing to those that allow for 
outbound dialing to still others. Framework in general, and T-Server in 
particular, enable these solutions to function in your enterprise. 

T-Server has several typical clients: Stat Server, Interaction Concentrator, 
Universal Routing Server, and agent desktop applications. T-Server gets the 
information it needs about the enterprise from Configuration Server. 
Additionally, if you use the Management Layer, T-Server provides its ongoing 
status and various other log messages to server components of the 
Management Layer (for instance, allowing you to set alarms).

T-Server Requests and Events

This section outlines the roles that T-Server plays in a contact center. While it 
is possible to describe roles for all T-Servers, at a detailed level, T-Server’s 
functionality depends on the hardware to which it is connected. (For example, 
when connected to a traditional switch, it performs CTI functions, but when 
connected to a VOIP-based telephony device, it controls IP traffic.) The CTI 
connection is only for the switch. 

Details of T-Server Functionality

T-Server is a TCP/IP server that enables intelligent communication between 
media-specific protocols (such as the various CTI protocols, including CSTA 
and ASAI) and TCP/IP-based clients of T-Server. Applications that are clients 
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to T-Server use the T-Library format to transmit requests to T-Server through a 
TCP/IP socket. T-Server can then either translate those requests to CTI 
protocol for switch use or relay them directly to other TCP/IP clients. 

T-Server performs three general functions in the contact center: Bridging, 
Messaging, and Interaction Tracking.

Bridging

T-Server acts as a platform-independent interface between media devices and 
business applications. In the case of a telephony device, for instance, it 
receives messages from and sends commands to the telephony equipment 
using either CTI links provided by the switch manufacturer or interface 
protocols provided by telephony network vendors. 

On the client-application end, T-Server offers three models (call model, agent 
model, and device model) unified for all switches. The core functionality (such 
as processing an inbound call, an agent login, or a call-forwarding request) 
translates into a unified application programming interface (API) called 
T-Library, so that applications do not need to know what specific switch model 
they are dealing with. On the other hand, T-Library accommodates many 
functions that are unique to a specific switch, so that client applications are 
able to derive the maximum functionality offered by a particular switch. 

Refer to the Genesys Events and Models Reference Manual for complete 
information on all T-Server events and call models and to the 
TServer.Requests portion of the Voice Platform SDK 8.x .NET (or Java) API 
Reference for technical details of T-Library functions.

Messaging

In addition to translating requests and events for the client application involved 
in an interaction, T-Server:

• Provides a subscription mechanism that applications can use to receive 
notifications about interaction-related and non-interaction-related events 
within the contact center. 

• Broadcasts messages of major importance (such as a notification that the 
link is down) to all clients.

• Broadcasts messages originated by a T-Server client to other T-Server 
clients.

The subscription mechanism consists of two parts, the DN subscription and 
event-type masking. Applications must register for a DN or a set of DNs to 
receive notifications about all events that occur in association with each 
registered DN. For example, when two softphone applications are registered 
for the same DN, and the first application initiates a call from the DN, 
T-Server notifies both applications that the call is initiated from the DN. 

Client applications can also specify one or more types of events, and T-Server 
will filter out events of the non-specified types and only send events of the 
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requested types. For example, if agent supervisors are interested in receiving 
agent-related events, such as AgentLogin and AgentLogout, they have to mask 
EventAgentLogin and EventAgentLogout, provided that a particular T-Server 
supports these events. 

The combination of each client’s subscription for DNs and masking of event 
types defines what messages T-Server distributes to what client.

Interaction Tracking

T-Server maintains call information for the life of the call (or other 
T-Server-supported media type) and enables client applications to attach user 
data to the call. Call information includes:

• A unique identifier, connection ID, that T-Server assigns when creating 
the call.

• Automatic Number Identification (ANI) and Dialed Number Identification 
Service (DNIS), if reported by the CTI link.

• User data that a client application (such as an Interactive Voice Response 
unit or Genesys Universal Routing Server) provides.

Difference and Likeness Across T-Servers

Although Figure 3 on page 5 (and other figures) depicts T-Server that works 
with telephony systems as a single product, this is a simplification. Because 
almost every traditional telephony device has its own characteristics and 
communication protocols, Genesys makes different T-Servers for different 
telephony systems. (That means your T-Server will not work with another 
switch.) Thus, all T-Servers play a common role in the architecture, but their 
specific features differ from implementation to implementation, based on the 
media device in use.

Despite their switch-based differences, T-Servers for telephony systems are 
similar to one another in at least one important respect: they are all built with a 
certain amount of shared software code. This shared code is rolled into a single 
unit and is called T-Server Common Part (TSCP). TSCP is the central, 
common component for all T-Servers and has its own Release Note, which is 
accessible via a hyperlink from your T-Server’s Release Note.

T-Server Functional Steps During a Sample Call

The following example, Figure 4, outlines some basic steps that T-Server 
might take when a call arrives from outside the contact center. In this scenario, 

Note: This document separates common-code features based on TSCP into 
separate sections and chapters, such as the “T-Server Common 
Configuration Options” chapter. These are the options for all 
T-Servers that TSCP makes available for configuration.
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T-Server starts tracking the call even before it is delivered to the agent. 
T-Server then informs the selected agent that a call has arrived. When the 
switch delivers the call to the agent’s extension, T-Server presents account 
information, collected at an Interactive Voice Response (IVR) unit, to the agent 
at the agent desktop application.

Figure 4: Functional T-Server Steps

Step 1

When the call arrives at the switch, T-Server creates a call in its internal 
structure. T-Server assigns the call a unique identifier, connection ID.

Step 2

The switch delivers the call to an Interactive Voice Response (IVR) unit, which 
begins automated interactions with the caller.

Step 3

IVR acquires user information from the caller through prompts and requests 
T-Server to attach that information to the call. T-Server updates the call with 
the user information.

Step 4

IVR sends the call to an ACD (Automated Call Distribution) queue.

Step 5

The ACD unit distributes the call to an available agent logged in to a particular 
DN (directory number).
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Step 6

T-Server notifies the agent desktop application that the call is ringing on the 
agent DN. The notification event contains call data including ANI, DNIS, and 
account information that the IVR has collected.

Step 7

The agent desktop application presents the account information, including the 
name of the person whose account this is, on the agent’s screen, so that the 
agent answering the call has all the relevant information.

These seven steps illustrate just a small part of T-Server’s bridging, messaging, 
and interaction-processing capabilities.

Advanced Disconnect Detection Protocol
Since the 6.0 release of T-Server, the Advanced Disconnect Detection Protocol 
(ADDP) has replaced the Keep-Alive Protocol (KPL) as the method to detect 
failures for certain T-Server connections, including connections between two 
T-Servers and between a T-Server and its clients. 

With ADDP, protocol activation and initialization is made on the client’s side 
and you can change these parameters. No additional messages are sent when 
there is existing activity over the connection. T-Server client applications and 
the remote T-Server (if any) must be listening to the socket and respond 
promptly to the polling signal for the connection to be preserved.

If you are going to enable ADDP, you must do it using the protocol, 
addp-timeout, addp-remote-timeout, and addp-trace configuration options. 
When configuring a timeout, consider the following issues:

• The configured timeout must be at least twice as long as the maximum 
network latency.

• There may be an interval when T-Server does not check for network 
activity.

• If the link connection fails but the client is not notified (for example, 
because the host is turned off, or because a network cable is unplugged), 
the maximum reaction time to a link-connection failure is equal to double 
the configured timeout plus the established network latency.

Also keep in mind that the T-Server receiving the polling signal may not 
respond immediately, and that a delay occurs after the polling signal, while the 

Notes: Starting with release 7.5, the KPL backward-compatibility feature is 
no longer supported.

ADDP applies only to connections between Genesys software 
components.
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response travels from one T-Server to another. If you do not account for these 
contingencies when configuring a timeout, the connection that ADDP is 
monitoring will be dropped periodically.

Redundant T-Servers
T-Servers can operate in a high-availability (HA) configuration, providing you 
with redundant systems. The basics of each T-Server’s redundant capabilities 
differ from T-Server to T-Server. One basic principle of redundant T-Servers is 
the standby redundancy type, which dictates how quickly a backup T-Server 
steps in when the primary T-Server goes down. 

The Framework Management Layer currently supports two types of redundant 
configurations: warm standby and hot standby. All T-Servers offer the warm 
standby redundancy type and, starting with release 7.1, the hot standby 
redundancy type is implemented in T-Servers for most types of switches. 

Instructions for configuring T-Server redundancy are available in Chapter 3, 
“High-Availability Configuration and Installation.” 

Multi-Site Support
Multi-site configuration implies the existence of two or more switches that 
belong to the same enterprise or service provider, and that share the Genesys 
Configuration Database. (In some cases this may include isolated partitions on 
a given switch served by different T-Servers.) The main goal of T-Server 
support for multi-site operations is to maintain critical information about a call 
as it travels from one switch to another. 

For instructions on installing and configuring a multi-site environment, 
including information on the Inter Server Call Control (ISCC) features, please 
see Chapter 4, “Multi-Site Support,” on page 39.

Agent Reservation
T-Server provides support for clients to invoke the agent reservation function, 
TReserveAgent(). This function allows a server application that is a client of 
T-Server to reserve a DN along with an agent, a Place, or both, so that no 
other T-Server client can route calls to it during a specified reservation 
interval. Alternatively, when clients use the ISCC feature (see “ISCC Call Data 
Transfer Service” on page 41), they can use an agent reservation embedded in 
an ISCC request. (To do so, clients have to specify a certain Extensions 
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attribute in an ISCC request when initiating an ISCC transaction. See page 48 
for the list of ISCC requests.)

The reservation does not currently prevent the reserved objects from receiving 
direct calls or calls distributed from ACD Queues; agent reservation is 
intended as a way of synchronizing the operation of several clients. See 
RequestReserveAgent in the Voice Platform SDK 8.x .NET (or Java) API 
Reference for more details on this function from the client’s point of view.

In addition to invoking the TReserveAgent function, you can customize the 
Agent Reservation feature by configuring options in the T-Server Application 
object.

Starting with version 8.1, T-Server supports Agent Reservation failure 
optimization, to ensure that only agent reservation requests of the highest 
priority are collected. T-Server responds immediately with the EventError 
message to existing or new reservation requests of a lower priority while 
collecting the agent reservation requests of the highest priority only. This 
functionality is controlled with the collect-lower-priority-requests 
configuration option. 

Client Connections
The number of connections T-Server can accept from its clients depend on the 
operating system that T-Server runs. Table 1 illustrates the number of client 
connections that T-Server support.

Table 1: Number of T-Server’s Client Connections

Operating System Number of Connections

AIX 32-bit mode (versions 5.3) 32767

AIX 64-bit mode (versions 5.3, 6.1, 7.1) 32767

HP-UX 32-bit mode (versions 11.11) 2048

HP-UX 64-bit mode 
(versions 11.11, 11i v2, 11i v3) 

2048

HP-UX Itanium (version 11i v3) 2048

Linux 32-bit mode 
(versions RHEL 4.0, RHEL 5.0) 

32768

Linux 64-bit mode (version RHEL 5.0) 32768

Solaris 32-bit mode (version 9) 4096
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Next Steps
Now that you have gained a general understanding of the roles and features 
available with T-Servers, you are ready to learn how T-Servers are installed 
and configured. That information is presented in the next few chapters of this 
Deployment Guide. So unless you are already familiar with T-Server 
deployment and operation procedures, continue with Chapter 2, “T-Server and 
CSTA Connector General Deployment,” on page 13. 

Solaris 64-bit mode (versions 9, 10) 65536

Windows Server 2003, 2008 4096

Table 1: Number of T-Server’s Client Connections (Continued) 

Operating System Number of Connections
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